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Abstract—High-frequency inductive power transfer (IPT) has
garnered significant attention in recent years due to its long
transmission distance and high efficiency. The inductance values
(L) and quality factors (Q) of the transmitting and receiving coils
greatly influence the system’s operation. Traditional methods
involved impedance analyzers or network analyzers for measure-
ment, which required bulky and costly equipment. Moreover,
disassembling it for re-measurement is impractical once the
product is packaged. Alternatively, simulation software such as
HYSS can serve for the identification. Nevertheless, in the case
of very high frequencies, the simulation process consumes a
significant amount of time due to the skin and proximity effects.
More importantly, obtaining parameters through simulation
software becomes impractical when the coil design is more
complex. This paper firstly employs a machine learning approach
for the identification task. We simply input images of the coils
and operating frequency into a well-trained model. This method
enables rapid identification of the coil’s L and Q values anytime
and anywhere, without the need for expensive machinery or coil
disassembly.

Index Terms—Very-High-frequency IPT, machine learning,
parameter identification

I. INTRODUCTION

In recent years, IPT has garnered widespread attention
due to its ability to overcome the limitations of physical
connections. It offers a promising solution for future charging
techniques [[1]-[10]. By enabling the wireless transfer of elec-
trical energy, there is a consensus that operating them at very-
high frequencies can significantly enhance the transmission
distance, reduce system size, and improve overall performance.
Increasing the operating frequency of IPT systems has there-
fore become a widely recognized objective.

The performance of IPT systems is heavily influenced by the
L and Q of the transmitting and receiving coils used, especially
in high-frequency cases. These parameters are critical for the
efficient operation of the system, i.e., System efficiency and
ZNS [11]-[25]. Also other fields of electronics and power
require coils with often intricate design [26[]—[32]]. However,
measuring these parameters with traditional methods such as
impedance or network analyzers can be challenging, as they
require expensive and often bulky equipment. Additionally, it
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is not feasible to disassemble the system for re-measurement
once it is manufactured and sealed. Another approach to
measure the parameter is to conduct a simulation in software,
e.g., HYSS. But in high-frequency cases and when the coil is
complex, the simulation will take long time. Therefore, this
method becomes impractical.

To solve these issues, this work first proposes a novel ap-
proach using machine learning [33]-[35]] to identify the L and
Q of coils. By only inputting images of the coils along with
their operating frequency into a trained model, we can quickly
and accurately determine the necessary parameters without
the need for complex and costly measurement devices. This
method is portable, easy to use and does not require the coil to
be disassembled. Therefore providing a practical solution for
measuring coil parameters in various applications. The model
uses a convolutional neural network (CNN) architecture which
we trained on a diverse dataset of coils. This dataset includes
coils with and without a ferromagnetic core, excitation wires
of different thicknesses, and coils of different shapes. Such
a comprehensive dataset enables the model to adapt to a
wide range of identification tasks. Experimental results have
demonstrated that the established model has an identification
error rate of only 21.6%]1]

II. HIGH-FREQUENCY IPT SYSTEM

This section describes the basic topology of IPT system and
then analyze the influence of L and Q on operation.

A. Basic Topology of the IPT System

Fig. [T] illustrates the typical topology of an IPT system.
The AC current generated by the inverter is introduced into
the primary compensation network. Then it traverses the
transmitter coil (Ltx), which transfers energy to the receiver
coil (Lrx). Subsequently, the energy is delivered to the load
via the secondary compensation network.

B. L and Q Influence

An IPT system prototype operating at 6.78 MHz has been
established in Fig. @ The inverter, compensation network, and

IPlease note that this work just proposes a novel identification frame using
machine learning, the identification error will be reduced by increasing the
data set.
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Fig. 1: Basic IPT system
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Fig. 2: Experimental setup

rectifier respectively use a Class-E inverter, series compensa-
tion, and a full bridge. The system’s efficiency is measured
by altering L and quality factor Q values of the coils. Fig. ]
presents the experimental results. It has demonstrated that as
Q gradually increases, the efficiency also rises. Systems with
different L values exhibit distinct efficiency curves, thereby
confirming the significance of identifying the L and Q of coils
in high-frequency IPT systems.
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III. IDENTIFICATION SYSTEM BASED ON CNN MODEL
A. CNN Model

CNNs use convolutional layers that compute only on local
pixels and thereby capture local features of the image. Vari-
ous features can be extracted through multiple convolutional
kernels to perform sliding window operations on the input im-
age. These convolutional kernels can detect local information
within the image, such as edges, corners, textures, and other

distinctive patterns. The convolution formula can be expressed

as
M—-1N-1

O(i,5) =Y > I(i+m,j+n)-K(m,n),

m=0 n=0

ey

where O(i, j) represents the output feature map at position
(i,j), M and N are respectively the height and width of the
convolutional kernel.

A convolutional layer is typically followed by an activation
function, with ReLU being the most common one. ReLU aims
to introduce nonlinearity, which allows the network to learn
more complex patterns. The ReLU function sets negative input
values to zero while it keeps positive values unchanged, which
accelerates the training and convergence of the network.

The pooling layer is used to down-sample the feature maps
produced by the convolutional layer, reduces computational
complexity, and imparts a certain degree of invariance to the
features (e.g., translation invariance). Common pooling meth-
ods include max pooling and average pooling. Taking max
pooling as an example, the pooling layer selects the maximum
value within a small window on the feature map. It forms a
down-sampled feature map, which could be formulated as

O0(i,7) = MazM g MaxX=}1(i + m,j +n), (2
1 M—-1N-1
O6.d) = 3 2 2 li+mj+n), B

m=0 n=0
where M N is the size of the pooling window.

Fig. f]illustrates our decoder module. To ensure the model’s
efficiency and effectiveness, we use two fully connected layers
with respective dimensions of 8192 and 128. The features
predicted by the CNN are fed into these fully connected layers,
after which the L and Q parameters we aim to predict are
directly output.
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Fig. 4: CNN Network

B. Proposed Architecture

The proposed architecture is shown in Fig.[5| By performing
convolution operations only on local parts of the image, CNNs
are more adept at capturing detailed features such as diameter
and coil turns in the coil parameter identification task and
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Fig. 5: Proposed architecture based ML

improve recognition accuracy. On the other hand, our design
incorporates a multi-modal Al representation, as the L and Q
values of the coil are related not only to the coil’s parameters
but also to the operating frequency of the circuit. Therefore, we
simultaneously consider the effect of the operating frequency,
as demonstrated in our model diagram. After obtaining the
input frequency, we fuse it with the image features to create a
multi-modal hybrid feature. Then it is processed by a decoder
composed of two fully connected layers to output the resulting
L and Q values. We use the commonly used mean squared
error (MSE) as the loss function per
MSEzl[(Q»—Q’-‘>2+(L-—L’-‘)2 )
2 1 i 2 i )
where (); represents the identified value of the quality factor,
Q7 the actual value of the quality factor, L, the identified
value of the inductance value, and L} the actual value of the
inductance variable.

C. Data Collection

Fig. 6: Example images from the dataset

As shown in Fig. |6] our dataset is a comprehensive collec-
tion that encompasses 20 distinct sets of coils. This diverse
assortment includes coils with and without a ferromagnetic
core and thereby a broad spectrum of magnetic properties.
Furthermore, the dataset incorporates coils with excitation
wires of varying thicknesses, which allows the model to
discern subtle differences in wire gauge that could impact
performance. Additionally, it features coils of diverse shapes,
such as circular, rectangular, and irregular forms, which further
enhances the model’s capability to generalize across different
physical configurations.

The meticulously curated and sizable dataset enables the
machine learning model to adapt effectively to a wide range
of identification tasks, ensuring robustness and versatility in
its applications. To gather comprehensive data, we collected a
total of 100 sets of measurements with five different frequen-
cies for each of these 20 sets of coils. This approach ensures
that the model is exposed to a variety of operational conditions
and frequencies. It fosters its ability to accurately identify and
classify coils under diverse scenarios.

To streamline the processing of the original images and
ensure consistency in analysis, we uniformly resized all twenty
images to a standard resolution of 64 x 64 pixels. This
normalization step maintains uniformity in the input data.

D. Evaluation metrics

To evaluate the output quality, we ues two different evalu-
ation metrics, i.e., mean square error (MSE) and error, which
are defined as

n
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1V. EXPERIMENTAL RESULTS
A. Model Training

Algorithm 1 Coil Parameter Identify

1: Data: image’ f’ Qlabel’ Ilabel
2: Result: Q, 7

3: Initialize Q =0,Z =0

4: for p € image and N € f do
5: @ < CNN(image, fs)

6: 7 + CNN(image, fs)

7: Calculate MSE Loss:

8: LQ < MSELOSS(Q, Qlabel)
9: Lz + N[SELOSS(I7 Ilabel)
10: Update Parameters:

oL
11: QQ — 9@ — 7]872
12: 01 < 07 — ’I]%
13: end for




All experiments were implemented with the PyTorch frame-
work on a single GPU (i.e, Nvidia GeForce RTX 4090, 24
GB). The model was trained on M = 16 images randomly se-
lected from the 20 sets of coil images we obtained. Algorithm
1 details the method. The input to our algorithm consists of
an image and a frequency, with the output being L and Q.
First, the input passes through an encoder to extract features,
The resulting features are then fed into the decoder, where we
employ fully connected layers. The identified values are then
compared with the target labels to compute the loss, which
is used to update the model parameters and complete one
epoch. The training loss we obtained is shown in Fig. [7} As
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Fig. 7: Loss curve

can be seen, with the increase in the number of epochs, our
loss steadily decreases. It has demonstrated the effectiveness
of the proposed method.

B. Identification Based on the Proposed Model

Fig.[8]shows the experimental test coil, while Fig.[9|presents
the experimental results, which indicate that at 85 kHz, both
the MSE loss and error rate reached their lowest values of
0.011% and 21.6%, respectively. As the frequency increases,
metrics remain at a commendably high standard. The current
study only input twenty sets of coils as the training dataset; if
the dataset be expanded, the model’s accuracy is expected to
significantly improve.

Fig. 8: Test coil

V. CONCLUSIONS

This paper first introduces a rapid coil parameter recognition
technology based on machine learning. Traditional methods
based on impedance analyzers and network analyzers are
limited by equipment constraints. Moreover, once the entire
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Fig. 9: Recognition results

system is packaged, it is impossible to disassemble it for
re-identification. This paper simply recognizes parameters by
photographing the coil. Then providing a new paradigm for
coil recognition. Experiments have proven that the established
model has an identification error rate of only 21.6%. With the
addition of more datasets in the future, the accuracy of the
model will be further increased.
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